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An error occurred in Eq. 5. Notation θ2 was used in the exponent
instead of θPtO, i.e., the correct equation is

r k e e , 12 2 PtOH T T
2 PtO
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R [ ]q= f- Dw q a

Another error occurred in Table I. The value given for E0,d1 is
actually the value for the activation energy Ea, i.e., Ea = 6.39× 104

J mol−1 whereas E0,d1 = 1.188 V. The corrected list of parameters is
given in Table I.

In Fig. 5b of the original paper “air” and “oxygen” had been
interchanged in the legend. Figure 1 shows the corrected figure.
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Table I. Model parameters.

Symbol/Value Units Comment

Platinum oxide:
k1 = 50.0 s−1

fitted
ω1 = 1.1 × 104 J mol−1

fitted
α1 = 0.5 — assumed
E01 = 0.75 V fitted
k2 = 8.75 × 10−5 s−1

fitted
ω2 = 1.3 × 105 J mol−1

fitted
α2 = 0.25 — fitted
k3 = 2.8 × 1018 s−1

fitted
α3 = 2.0 — fitted
Platinum dissolution:
kf = 1.14 × 109 m−3 s−1

fitted
kr = 3.1 × 106 m−3 s−1

fitted
Ea = 6.39 × 104 J mol−1 1
E0,d1 = 1.188 V 1
n = 2 — assumed
α = 0.3 — fitted
γ0 = 2.4 J m−2 1
Γ = 2.1/F mol m−2 2
Ω = 9.09 × 10−6 m3 mol−1 1
kf,2 = 3 × 10−2

— fitted
Ostwald ripening:

u
Pt
0

2+ = 3 × 10−13 s mol kg−1 assumed

Platinum band formation:
kPt−band = 1 × 105 m3 mol−1 s−1 assumed
kH2c = 1 × 107 m9 mol−3 s−1 assumed

Figure 1. (b) Loss of platinum content in the cathode CL over loss of ECSA
for the steady state simulations in air and oxygen compared to the AST.
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Physical Modeling of Catalyst Degradation in Low Temperature
Fuel Cells: Platinum Oxidation, Dissolution, Particle Growth and
Platinum Band Formation
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1German Aerospace Center (DLR), Institute of Engineering Thermodynamics, Computational Electrochemistry, 70569
Stuttgart, Germany
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The loss of electrochemical active surface area (ECSA) at the cathode is one of the main causes of performance degradation in
Polymer Electrolyte Membrane Fuel Cells (PEMFCs). In order to investigate the catalyst degradation and the influence of the
operating conditions we develop a multiscale degradation model which includes the formation and reduction of platinum oxides,
platinum dissolution, particle growth due to Ostwald ripening, platinum ion transport through the ionomer and platinum band
formation in the membrane. This degradation model is coupled with a 2D PEMFC performance model and predictions regarding ion
concentration, ECSA evolution and particle growth are validated with dedicated experiments and literature data. Degradation under
several AST protocols and under steady state operation are compared and discussed. The importance of a spatially resolved catalyst
degradation model is conveyed by the occurrence of a depletion zone in the catalyst layer close to the membrane due to the platinum
migration into the membrane. By comparing the correlation between platinum mass loss in the catalyst layer and the ECSA loss
we conclude that catalyst degradation under AST conditions with nitrogen is not representative for the degradation under normal
operation.
© The Author(s) 2019. Published by ECS. This is an open access article distributed under the terms of the Creative Commons
Attribution 4.0 License (CC BY, http://creativecommons.org/licenses/by/4.0/), which permits unrestricted reuse of the work in any
medium, provided the original work is properly cited. [DOI: 10.1149/2.0232001JES]

Manuscript submitted August 5, 2019; revised manuscript received October 25, 2019. Published November 27, 2019. This paper is
part of the JES Focus Issue on Mathematical Modeling of Electrochemical Systems at Multiple Scales in Honor of Richard Alkire.

PEMFCs are a promising alternative to conventional combustion
engines in automotive applications due to their zero CO2 emission and
the advantages of longer range and fast refueling compared to elec-
tric vehicles powered by batteries. Recently, several companies have
launched PEMFC powered vehicles.1–4 However, the main remaining
challenges concern the lifetime and high cost of the PEMFC.5 Both
aspects are closely related to the platinum catalyst which significantly
contributes to the overall cost and whose degradation over time is
one of the main causes of performance losses. In order to increase
the electrochemically active surface area (ECSA) and therefore the
mass activity, the PEMFC catalyst typically consists of platinum or
platinum-alloy nanoparticles. However, these particles are not stable
under the harsh conditions which can occur in PEMFC operation.6–8

In particular, at high potentials platinum dissolution occurs. Since the
surface energy is proportional to the inverse of the particle radius, the
dissolution rate strongly increases with decreasing platinum particle
size. Furthermore, the dissolution rate depends on the platinum oxide
coverage. This significantly increases the level of complexity since the
dissolution rate will not only depend on the current local conditions
but also on it’s history which determine the actual oxide coverage.
This is of particular importance if one wants to understand the disso-
lution under highly transient operation such as potential cycling which
is often used as an accelerated stress test for the catalyst.9 It has been
observed that dissolution occurs at both anodic and cathodic sweep of
potential cycling.10,11 This can be attributed to two different dissolu-
tion mechanisms. First, during a fast sweep from low to high potential
the platinum oxide layer cannot be formed fast enough to protect the
platinum surface from dissolution as it would be the case during steady
state operation. Thus, enhanced dissolution is obtained in the high po-
tential region. Second, during the cathodic sweep the platinum oxides
are getting reduced where corresponding structural changes also in-
duce platinum dissolution. Since the surface energy of the platinum
particles is proportional to the inverse of their size according to the
Kelvin equation,12 small particles are more prone to dissolution while
platinum ion deposition preferably occurs at the larger particles. This
leads to the so-called Ostwald-ripening mechanism in which larger
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particles grow due to the dissolution of the smaller ones. In addition,
dissolved platinum ions can precipitate into the membrane where they
form a so-called platinum band.13 Both mechanisms lead to a ECSA
loss at the cathode side and therefore to performance degradation.

Several models have been developed in the past to describe one or
several of the mechanisms described above.14 Darling and Meyers12

developed a model for platinum dissolution coupled with a kinetics for
a single platinum oxide species to study the dependence of platinum
dissolution on cell potential and particle radius. Only a single parti-
cle radius was considered in this work so Ostwald-ripening was not
included. Later, the same authors developed a model which consid-
ers the transport of platinum ions in the ionomer taking into account
particles of two distinct sizes.15 The platinum band formation was not
included in this work. Bi et al.13 proposed a simple model to predict the
position of the platinum band which was in agreement with their ex-
perimental observations. The platinum dissolution itself was not part
of the model. Holby et al.16 presented a 1D model which described
the Ostwald ripening by means of the evolution of the particle size
distribution (PSD). They also included a sink term for the platinum
ions at a fixed position inside the membrane to describe the effect of
the platinum band formation without taking into account the fluxes of
hydrogen and oxygen. Later Holby and Morgan17 further improved
the model and studied the effect of PSD and position of the platinum
band on the degradation. Rinaldo et al.18 presented a model which in-
cluded platinum dissolution and platinum oxide dissolution. By fitting
the model to experimental data for different degradation tests, they ob-
served effective surface tensions and rate constants for the dissolution,
depending on the operating conditions. The effect of platinum band
formation was not taken into account in this study. A detailed model
for the platinum band formation was proposed by Burlatsky et al.19

The model includes the nucleation of the platinum particles as well as
the consequent particle growth. Ahluwalia et al.20 developed a model
for platinum dissolution to investigate the effect of potential, particle
size and oxide coverage. In a later work Ahluwalia et al.21 proposed a
model which includes platinum dissolution, redeposition and coales-
cence. The model was validated under aqueous tests at room tempera-
ture as well as under AST conditions. Recently, Baroody et al.22 have
presented a physical-statistical 0D model for the platinum degrada-
tion based on a previous model developed in the same group23 which
takes into account dissolution and redeposition as well as coagulation,

http://creativecommons.org/licenses/by/4.0/
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particle detachment and the loss of platinum in the membrane. Effec-
tive kinetic parameters for the different mechanisms were obtained
by fitting the model to experimental data sets taken from literature. It
was found that in case of medium surface carbon supports dissolution,
redeposition and platinum loss in the membrane give the main contri-
bution to total ECSA loss for potential cycles with 1.0V upper potential
limit. Instead, for low surface carbon also a contribution due to coagu-
lation was obtained. At higher potential an additional contribution due
to particle detachment was obtained which was attributed to carbon
corrosion. Also recently, a detailed model for the oxygen reduction
and oxide growth has been presented by Jayasankar and Karan.24 The
kinetic multi-step model was validated against cyclic voltammetry
and potentiostatic oxide growth measurements. Very recently, Schnei-
der et al.25 developed a zero-dimensional catalyst degradation model
which includes platinum oxidation, place-exchange, dissolution, Ost-
wald ripening as well as platinum loss due to carbon corrosion and
platinum ion diffusion into the membrane. The model was validated
with ECSA measurements for various operating conditions and the
contribution of the various mechanisms on the overall ECSA loss was
investigated.

To summarize, a lot of work has been done in the past to model the
catalyst degradation in PEMFC, in particular by developing detailed
models on certain mechanisms or zero-dimensional models of com-
bined mechanisms. However, to the best of the authors knowledge a
model which is able to predict the spatially resolved catalyst degra-
dation under various operating conditions including highly transient
AST protocols is not yet available. To achieve this goal the coupling
between a spatially resolved performance model and a degradation
model which accurately describes all relevant mechanisms from the
sub-nanometer scale up to the cell level is required. On the other hand
the model should be kept as simple as possible to be still solvable with
acceptable computational costs. By coupling novel submodels for plat-
inum oxidation, platinum dissolution, Ostwald-ripening and platinum
band formation with a 2D single cell performance model the degra-
dation model presented in this manuscript is capable of accurately
describing the catalyst degradation under steady-state and transient
operation with a single set of parameters. This model allows investi-
gating the effect of different AST protocols on catalyst degradation
and provides insight on the differences between the degradation under
AST and real world operation. Furthermore, the spatial resolution of
the model allows investigations on the occurring heterogeneities in
catalyst degradation.

This paper is organized as follows. In the Physical model section
we introduce the physical degradation model. In the Coupling with the
cell model section we describe how the degradation model is coupled
with the physical 2D PEMFC model in our modeling framework
NEOPARD-X.26,27 In the Experimental section we describe the
experiments performed for model validation. The results consisting of
model predictions and validation are presented in the Results section.
A conclusion and summary of the main results can be found in the
Conclusions section.

Physical Model

In this section we introduce the physical model describing the cat-
alyst degradation. The multiscale model includes platinum oxidation
and reduction, platinum dissolution, particle growth and platinum band
formation which are described in the following subsections. The corre-
sponding model parameters are listed in Table I. This set of parameters
is used for all simulations presented in this work.

Platinum oxide model.—Platinum oxidation plays an important
role for the catalyst degradation as it strongly affects the platinum
dissolution mechanism. In particular, when considering transient op-
eration like fast potential cycling, an accurate description of the oxide
evolution is thus needed for modeling the degradation. Dedicated ex-
periments show a strong dependence of oxide coverage on cathode
potential and a logarithmic increase of this coverage/charge with time
(cf. Platinum oxide coverage section). This logarithmic growth of the
oxide coverage has also been observed by Conway and co-workers

Table I. Model parameters.

Symbol/Value Units Comment

Platinum oxide:
k1 = 50.0 s−1 fitted
ω1 = 1.1 × 104 J mol−1 fitted
α1 = 0.5 - assumed
E01 = 0.75 V fitted
k2 = 8.75 × 10−5 s−1 fitted
ω2 = 1.3 × 105 J mol−1 fitted
α2 = 0.25 - fitted
k3 = 2.8 × 1018 s−1 fitted
α3 = 2.0 - fitted

Platinum dissolution:
k f = 1.14 × 109 s−1 fitted
kr = 3.1 × 106 m3 mol−1 s−1 fitted
E0,d1 = 6.39 × 104 J mol−1 17
n = 2 - assumed
α = 0.3 - fitted
γ0 = 2.4 J m−2 17
� = 2.1/F mol m−2 29
� = 9.09 × 10−6 m3 mol−1 17
k f ,2 = 3 × 10−2 - fitted

Ostwald ripening:
u0

Pt2+ = 3 × 10−13 s mol kg−1 assumed

Platinum-band formation:
kPt-band = 1 × 105 m3 mol−1 s−1 assumed
kH2c = 1 × 107 m9 mol−3 s−1 assumed

who attributed this effect to a slow place exchange between the oxygen
and platinum atoms.28 The authors proposed a three-step mechanism
consisting of one fast initial oxidation step followed by a slow irre-
versible place exchange and an irreversible reduction of the oxides.
However, this model was not specified in terms of the reaction kinetics
for these three steps. Based on our experimental data, we propose a
slightly different semi-empirical three-step mechanism for the plat-
inum oxidation, including two charge-transfer reactions as described
in the following. First, a fast reversible oxidation step

Pt + H2O ↔ PtOH + H+ + e− [1]

followed by a second, slower, irreversible oxidation step

PtOH −→ PtO + H+ + e− [2]

and an irreversible reduction step

PtO + 2 H+ + 2 e− −→ Pt + H2O [3]

The place exchange is not explicitly modeled but is implicitly reflected
by the irreversible formulation of this semi-empirical model. The ki-
netics of these reactions is described by

r1 = k1

[
(1 − θPtOH)aH2Oe− ω1θPtOH

RT e
α1F
RT (�φ−E01 )

−θPtOHaH+ e− (1−α1 )F
RT (�φ−E01 )

]
, [4]

r2 = k2θPtOHe− ω2θ2
RT e

α2F
RT �φ, [5]

r3 = k3θPtOa2
H+ e− α3F

RT �φ. [6]

The surface coverages are calculated as

dθPtOH

dt
= r1 − r2, [7]

dθPtO

dt
= r2 − r3. [8]
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The corresponding source terms for the ionic and electronic charge
balance equations are

qH+ = −qe− = (r1 + r2 − 2r3) × ECSA × 2.1
C

m2
Pt

. [9]

As discussed in the Platinum oxide coverage section this model is
capable of describing the experimentally observed potential dependent
oxide coverage evolution with high precision. The kinetic parameters
for Reactions 4–6 have been fitted based on the experimental data
presented in Fig. 1.

Platinum dissolution.—Two mechanisms are considered for the
platinum dissolution.10,12 Direct dissolution of platinum according to

Pt ↔ Pt2+ + 2 e−, [10]

and dissolution occurring due to the reduction of platinum oxides

PtO + 2 H+ −→ Pt2+ + H2O. [11]

For the first mechanism the dissolution rate strongly depends on the
particle size as the surface energy is given by16,18

�μ = μ(r) − μ(∞) = 2�γ(θ)

r
. [12]

Here, � denotes the molar volume of platinum, γ is the surface tension
and r the particle radius. The surface tension depends on the coverage
of the platinum oxides. Based on the platinum oxide model introduced
in the Platinum oxide model section this dependence can be derived
(cf. Appendix A). We obtain

γ(θ) = γ0 + �RT

[
θPtOH log(θPtOH) + (1 − θPtOH) log(1 − θPtOH)

− F

RT
(�φ − E01)θPtOH + ω1θ

2
PtOH

2RT
+ θPtO log(θPtO) − θPtO

+ log

(
k3

k2θPtOH

)
θPtO − (α2 + α3)F

RT
�φθPtO + ω2θ

2
PtO

2RT

]
.

[13]

With this surface tension the rate of the first dissolution and redeposi-
tion mechanism 10 for particles with radius r is calculated as

rPt,1(r) = A(r)�k f e
−Ea
RT

[
(1 − θPtOH)e

(1−α)nF
RT (�φ−E0,d1 )e

(1−α)2�γ
RTr

− kr

k f
cPt2+ e

−αnF
RT (�φ−E0,d1 )e− α2�γ

RTr

]
,

[14]

where A(r) denotes the surface area of all particles with radius r and
cPt2+ is the local platinum ion concentration. The kinetic parameter
k f mainly determines the degradation rate during steady state oper-
ation while under transient operation the degradation rate can vary
significantly due to changes in the oxide coverage dependent surface
tension 13. The kinetics kr of the backward reaction, i.e., the redepo-
sition determines the equilibrium platinum ion concentration and was
validated with experimental data from literature as discussed in the
Potential dependent ion concentration section.

The idea behind the second mechanism 11 is that the platinum oxi-
dation can lead to a place exchange between the platinum and oxygen
atoms, which exposes the oxidized platinum to the electrolyte.10 Re-
duction of the oxide then might cause a dissolution of these platinum
atoms. As we will see, this second mechanism leads to a dissolution
during cathodic sweeps in potential cycles, which has been observed
experimentally in the group of Mayrhofer.10,11 We assume the kinetics
of the second mechanism to be dependent on the number of atoms
at the edges of the platinum particles, which should be more prone
to dissolution. The rate of the second dissolution mechanism is thus
defined as

rPt,2(r) = A(r)�k f ,2Xedge(r)r3, [15]

where r3 is the platinum oxide reduction rate defined in Eq. 6. Xedge

describes the fraction of edge sites of the platinum particle. This value

depends on the size and geometry of the particles. Even though ar-
bitrary particle geometries could be considered in principle, for sim-
plicity we restrict ourselves to the cuboctahedron type proposed by
Redmond et al.29 In this case, Xedge is calculated according to

Xedge = 12 + 24(nedge − 2)

6(nedge − 2)2 + 4(nedge − 3)(nedge − 2)+12 + 24(nedge − 2)
,

[16]
with the number of atoms along the edge given by

nedge =
[

4π√
50

]1/3 r

2.77 · 10−10
, [17]

To ensure that our results are not strongly affected by this particular
choice of particle geometry, we made a similar calculation for the
truncated octahedron, which has been shown to be the most stable
geometry for platinum particles.30 The calculation and a figure with
the comparison of both geometries can be found in the supplementary
material. We obtain that the dependence of Xedge on the particle radius is
indeed very similar for both cases. The second dissolution mechanism
becomes important in particular during cycling in a potential range in
which platinum oxides are frequently formed and reduced.

Ostwald ripening.—As we have discussed in the Platinum disso-
lution section, the platinum dissolution rate strongly depends on the
size of the platinum particles: the smaller the particles the faster the
dissolution. Fuel cell catalysts consist of particles with different sizes,
which can be described by a particle size distribution N (r), i.e., the
number of particles of radius r per catalyst volume. Since the dissolu-
tion rate depends on the particle size, the local ion concentration will
deviate from the equilibrium concentration for a given particle radius
r, which could be calculated from Eq. 14 by setting rdiss,1 = 0. For
small particles the equilibrium ion concentration will be higher than
the local ion concentration causing dissolution, while for larger parti-
cles the ion concentration will be larger than their equilibrium value
causing precipitation of the ions on the particles. Overall this leads to
a growth of the average particle size, known as Ostwald ripening.31

The change of radius of a particle at given size can be calculated from
the total dissolution rate rPt = rPt,1 + rPt,2 as

dr

dt

∣∣∣∣
Ostwald

= − �

A(r)
rPt (r), [18]

where � is the molar volume of platinum and A(r) is the surface area
of all particles with radius r. This leads to the balance equation for the
particle size distribution

dN (r)

dt
+ d

dr

(
N (r, t )

dr

dt

∣∣∣∣
Ostwald

)
= 0. [19]

Note, that in general this balance equation could also include additional
terms for particle detachment22 or coagulation21,22 which are assumed
to be negligible here. Since a good agreement with both experimental
PSD and ECSA evolution is obtained (cf. ECSA loss and particle
growth in Direct Methanol Fuel Cell section) we conclude that this
assumption is justified. This simplification reduces the the numerical
complexity significantly as coagulation would require to solve integro-
differential equations.

The change of local ion concentration due to Ostwald ripening is
calculated by integrating the dissolution/precipitation rates over all
particle radii

qPt2+,Ostwald =
∫ ∞

0
N (r)rPt (r)dr = − 4π

3�

∫ ∞

0
r3 dN

dt

∣∣∣∣
Ostwald

dr.

[20]
The platinum ions can move within the ionomer phase due to gradients
in the concentration and ionomer potential according to the Nernst-
Planck equation

d (φionomercPt2+ )

dt
+ ∇ · �Pt2+ − qPt2+ = 0, [21]
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with

�Pt2+ = −uPt2+ RT ∇cPt2+ − 2FuPt2+ cPt2+∇�ion, [22]

where the mobility of the platinum ions is assumed to be proportional
to the water volume fraction f (λ) in the ionomer as proposed by Bi
et al.,32 i.e.,

uPt2+ = u0
Pt2+ f (λ), [23]

with

f (λ) = λVH2O

Vmem + λVH2O
, [24]

where VH2O and Vmem are the molar volumes of water and the dry
membrane, respectively. The local water content λ in the membrane
is calculated with the coupled single cell model (cf. Coupling with the
cell model section).

In the electrode the source/sink term qPt2+ is given by Ostwald-
ripening (Eq. 20) while in the membrane the sink term is due to the
platinum band formation as described in the Platinum band formation
section.

Platinum band formation.—Platinum ions can move in the
ionomer from the electrode into the membrane as described by Eq.
21. In the membrane they can react with hydrogen coming from the
anode side according to

Pt2+ + H2 ↔ Pt + 2H+. [25]

Thus, Reaction 25 represents a sink for the platinum ions in Eq. 21
and the source for the platinum band formation. In principle differ-
ent levels of detail could be taken into account when modeling the
platinum deposition in the membrane, e.g., the platinum particles in
the membrane could be described by a particle size distribution in a
similar way as done in the catalyst layer. However, this would add a
significant amount of complexity and computational cost. In this work
we are mainly interested in the amount and position of platinum depo-
sition within the membrane but not in the particle sizes. Therefore, the
platinum deposition within the membrane is characterized by the local
platinum concentration instead of a particle size distribution. The rate
for Reaction 25 is calculated as

rPt-band = kPt-bandcPt2+ cH2 . [26]

The kinetics of 26 determines the width of the platinum band. The
slower the reaction the broader the platinum band. Experimentally
observed platinum bands are often very narrow. Helmly et al.33 re-
ported a measured platinum band width of about 2.5μm. We choose
the kinetic parameter kPt-band = 105 m3

mol s , which gives us a similar value
for the platinum band thickness.

On the deposited platinum within the membrane, catalytic com-
bustion of hydrogen with oxygen from the cathode can take place
according to

2 H2 + O2 ↔ 2 H2O. [27]

The kinetics of this combustion reaction is calculated as

rH2c = kH2ccPtc
2
H2

cO2 . [28]

This reaction determines the position of the platinum band due to
the consumption of hydrogen which is also needed for the platinum
band formation reaction 25. Under steady state conditions, the plat-
inum band will be formed in a region where the hydrogen and oxygen
fluxes compensate each other, i.e., where the hydrogen flux is twice
the oxygen flux. We calculate the hydrogen and oxygen permeation
via coupling with our single cell model26 (cf. Coupling with the cell
model section) based on the model of Weber and Newman34 which
provides us with the local hydrogen and oxygen concentrations needed
to calculate the reaction rates of 26 and 28. The kinetic parameter kH2c

determines how much of the permeating gases are actually converted
to water at the platinum band, i.e., how much the platinum band re-
duces the gas crossover.

The gas permeation does not only determine the position but also
the amount of platinum deposited in the membrane. If the platinum
band is formed closer to the cathode, higher gradients in the plat-
inum ion concentration lead to faster ion transport and therefore to an
increase of the deposited platinum.

Coupling with the Cell Model

The presented degradation model is implemented in our model-
ing framework NEOPARD-X26,27 which is based on DumuX35 and is
directly coupled with the previously developed single cell PEMFC
model.26 This model includes

1. A 2D along-the-channel geometry with nine spatially resolved
layers (anode and cathode channels, GDLs, MPLs, CLs and the
membrane)

2. A multiphase Darcy model for the two-phase, multicomponent
transport within the porous electrodes

3. A membrane model including coupled water and proton transport
as well as transport of dissolved gas species

4. Proton transport through the ionomer within the CLs and electron
transport through the support phase of the porous electrodes

5. Butler-Volmer kinetics for the ORR and HOR reactions
6. An ionomer film model describing the oxygen transport from the

gas phase through the ionomer film to the cathode catalyst
7. Energy transport through all layers of the cell

All corresponding model equations are discussed in detail in Ref.
26. The only modification of this single cell model is with respect
to the platinum oxide submodel which has been replaced by the new
model presented in the Platinum oxide model section.

For the coupling the model equations of the degradation mecha-
nisms are solved locally at each point within the cell, where the local
conditions like local potentials, species concentrations, temperature,
etc. are obtained from the cell model. In particular, the local water vol-
ume fraction in the ionomer needed for the platinum ion mobility and
the concentrations of hydrogen and oxygen in the membrane needed
for the platinum band model are obtained from this coupling. On the
other hand, the degradation model affects the performance model by
modifying the local ECSA and therefore cell performance. The local
ECSA is obtained from the time dependent local PSD according to

ECSA = ζ

∫ ∞

0
4πN (r)r2dr, [29]

where ζ is the catalyst utilization, i.e., the ratio between geometrical
surface area of the particles and active surface area. The value of ζ is
assumed to be constant and calculated by Eq. 29 from the initial PSD
and initial ECSA measurement.

Experimental

Materials.—Experimental characterization was carried out on
25 cm2 membrane electrode assembly (MEA) manufactured by EWII
Fuel Cells A/S, whose specifications are summarized in the Table II.
The platinum loading in both anode and cathode and the thicknesses
of the membrane and GDLs represent the state of the art for stationary
hydrogen or methanol fuel cells.

Accelerated stress test.—In order to characterize the stability of
the electrocatalyst with regard to platinum dissolution and ripen-
ing, the AST protocol defined by the U.S Department of En-
ergy was adopted.36 According to the protocol, the cathode po-
tential was cycled between 0.6 V and 1 V with a sweep rate of
50 mV s−1, following a triangular wave, under fully humidified gas
dry flow rate of 0.05 Nl min−1 of H2 and N2 respectively at anode and
cathode.

DMFC stress test.—To investigate degradation of the CCL related
to DMFC operation, a DMFC specific operation protocol, discussed
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Table II. MEA sample specifications.

Anode GDL Anode CL Membrane Cathode CL Cathode GDL

PEMFC SGL 25BC 0.2 mgPt cm−2 Carbon black Nafion 212 0.6 mgPt cm−2 Graphitized carbon SGL 25BC
DMFC SGL 35DC 1.8 mgPtRu cm−2 Carbon black Nafion 115 1.2 mgPt cm−2 Graphitized carbon SGL 35DC

by the authors in Ref. 37, has been analyzed in the present work. Dur-
ing the test, nominal current density and cell operating temperature are
0.25 A cm−2 and 75◦C, respectively. Anode and cathode are fed with
1.0 M methanol solution and air saturated with water at ambient tem-
perature, respectively (stoichiometries equal to 6 and 3 respectively
at 0.25 A cm−2). As discussed in37 and indicated by the MEA manu-
facturer, the DMFC reference operating protocol consists of periods
of 20 minutes in galvanostatic operation interspersed by 1 minute of
refresh cycle procedure. This procedure, thoroughly investigated in
Ref. 38, consists of a sequence of OCV and cathode air break and
is intended to revert temporary degradation during operation. During
the air break, the cathode potential is expected to drop below 0.5 V
to reduce platinum oxides generated during the DMFC high-potential
cathode operation. Moreover, as discussed in Ref. 37, a longer full
refresh is performed every 100 h to revert temporary degradation and
perform electrochemical diagnostics.

Measurement of ECSA and oxides coverage.—The electrochemi-
cal active surface area is measured with cyclic voltammetry under fully
humidified H2 (0.05 Nl min−1) at anode, used as an internal Dynamic
Reference Electrode (DHE),39 and N2 (0.05 Nl min−1) at cathode and
80◦C cell temperature. The ECSA is obtained by integrating the cur-
rent density peak related to the hydrogen desorption, corrected for a
constant double layer current, according to

ECSA =
∫ EDL

EOCV
i − iDLdE

σmLPtsr
, [30]

where E is the electrode potential, sr is the scan rate, the minimum
potential (EOCV) is the open circuit potential measured under H2/N2

atmosphere and the double layer potential (EDL) is set to 0.4 V. It
is assumed that the cathode catalyst is covered by a monolayer of
hydrogen with a charge density of σm = 2.1 C m2. A protocol was
applied to estimate the platinum oxide coverage after potential hold-
ing under H2/N2. The protocol, as in Ref. 40, is based on a linear
sweep and a constant potential period at Emax, where Pt oxidation
occurs, followed by a linear sweep voltammetry from Emax to the
minimum potential, which permits to reduce Pt oxides restoring Pt
metallic form. The charge related to the removal of platinum oxides
is calculated by integrating the current in the region of the voltam-
mogram (cf. Fig. 1) between the potential (Emax) and the double layer
potential, indicative of the double layer current. The ratio between in-
tegrated oxide area and ECSA is assumed to be the total platinum oxide
coverage

θPtOx = 1

ECSA

∫ Ehold
EDL

i − iDLdE

neσmLPtsr
, [31]

where σm is the stripping charge for a single electron oxide and ne is
the number of electrons involved in the PtOx reduction which is set
equal to 2 when assuming a PtO basis for coverage estimation.

TEM and analysis of particle size distribution.—In order to quan-
tify the particle growth related to DMFC operation, a TEM-based
particle size distribution (PSD) analysis has been performed on the
cathode electrode of pristine and aged MEAs. The PSD analysis is
based on TEM imaging performed by CEAa in the frame of a for-
mer work,37 where the procedure and the TEM images are thoroughly

aCommissariat à l’énergie atomique et aux énergies alternatives, LITEN.

detailed. Each sample was first embedded in epoxy resin and pre-
pared into thin slices (< 90 nm) using a LEICA ultramicrotome, then
analyzed in BF (bright field) or HAADF/STEM (high angle annular
dark field/scanning TEM) mode, on a FEI-Titan Ultimate microscope
equipped with a Cs aberration probe corrector.

PSD histograms were calculated based on at least 500-800 particles
per region, so to have a statistically valid sample.

Based on the data for the pristine MEA the initial PSD has been
fitted by the log-normal distribution

N (r) = N0

σ0r
√

2π
e

−(log(r)−log(r0 ))2

2σ2
0 , [32]

with σ0 = 0.31 and r0 = 1.58 · 10−9m. N0 is calculated from the
platinum loading MPt according to

N0 = MPt

dCLρPt

∫ ∞
0 N (r)/N0

4
3 πr3dr

, [33]

where dCL = 20μm is the CL thickness and ρPt = 21450kg/m3 is
the density of platinum. This distribution is used as initial PSD for all
the following simulations. The catalyst utilization ζ is then calculated
from the measured initial ECSA and the PSD as

ζ = ECSAinit

N0

∫ ∞
0 N (r)4πr2dr

. [34]

Results

Ambiguity is an important issue for complex models which con-
tain many unknown parameters. To address this issue several measures
are used here for model validation, i.e., the evolution of the platinum
oxide coverage, the platinum ion concentration, the ECSA evolution
as well as the evolution of the particle size distribution during various
degradation tests as discussed in the following. In this way the am-
biguity of the model parametrization is reduced and the confidence
in accurately describing the degradation mechanisms is increased
significantly.

Platinum oxide coverage.—An accurate description of the plat-
inum oxide coverage evolution is important for describing the catalyst
degradation since the coverage directly affects the platinum dissolution
as described in the Platinum dissolution section. Therefore, the model
introduced in the Platinum oxide model section has been validated
with the dedicated CV experiments described in the Measurement of
ECSA and oxides coverage section. For example, Fig. 1 reports the
measured evolution of the platinum oxides reduction peak when vary-
ing the potential of the holding period at a fixed duration of 600 s in a)
and when varying the duration of the holding period at a fixed potential
of 0.85 V in b). For validation of the platinum oxide model the cell po-
tential in the simulation is held fixed at various values for 20 minutes
and the simulated evolution of the total oxide coverage on PtO-basis
(θ = 0.5θPtOH + θPtO) is compared with the one determined from in-
tegrating the measured peaks in the respective CVs during cathodic
sweep. Fig. 1c shows the comparison between simulated and mea-
sured platinum oxide coverages. As one can see, the model accurately
describes the observed evolution over the whole range of considered
operating conditions. In particular, the model describes the fast ini-
tial formation of oxide coverage followed by a logarithmic growth of
the coverage with time at high potentials. Instead, at low potentials
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Figure 1. Platinum oxide reduction peaks measured with a) different holding
potentials after 600 s and b) different holding periods at 0.85 V. c) Platinum
oxide coverage evolution for various cathode potentials. Symbols represent the
experimental values and lines the respective simulations.

a steady state is reached after a few minutes in agreement with the
experimental observations.

Potential dependent ion concentration.—It is well known that
platinum dissolution under steady state conditions strongly depends
on the applied cathode potential. This is reflected by an increase in
the platinum ion concentration with increasing potential. To study this
dependence we simulate the operation at several constant potentials
for 50h. The temperature was chosen to be 80◦C.

Figure 2. Concentration of Pt2+ depending on the cathode potential. Symbols
represent the experimental data taken from Ref. 8, the green line corresponds to
the simulation with the complete model while the red line shows the simulated
ion concentration at fixed PSD without effect of platinum oxides.

Fig. 2 shows the simulated ion concentration in comparison with
experimental values reported in Ref. 8, which have been measured un-
der similar operating conditions. The calculated ion concentrations are
in good agreement with the experiments up to about 1.0V. At higher
potentials the model slightly over-predicts the ion concentration. This
might be due to the simplified platinum oxide model which has been
validated only at lower potentials (cf. Platinum oxide coverage sec-
tion). Note that the increase of ion concentration with potential is
significantly lower than what would be expected from a two-electron
charge transfer reaction. This is caused by two effects: on the one
hand, increasing cathode potential increases the platinum oxide cov-
erage which stabilizes the particles and reduces platinum dissolution;
on the other hand, the particle growth during the 50h test is enhanced
with increasing potential. Since the equilibrium concentration depends
on the particle sizes, this also decreases the apparent platinum disso-
lution rate. For comparison, Fig. 2 also shows the potential dependent
ion concentration for fixed PSD without platinum oxide coverage. In
this case the ion concentration exceeds the experimental values by
several orders of magnitude and the slope is given by the theoretical
value 2F/(RT ln(10)). The very high concentrations originate from
the presence of very small particles with size ≤ 1nm in the pristine
PSD. These particles will dissolve very fast which lowers the ion con-
centration. This demonstrates that the effect of platinum oxides and
particle growth are highly important to correctly describe the experi-
mentally observed ion concentrations due to platinum dissolution.

Degradation under AST conditions.—To validate the model with
respect to the predicted ECSA loss we simulate the triangle wave
(TW) catalyst degradation AST, which consists of fast potential cy-
cling between 0.6V and 1.0V with a duration of 16s per cycle. The
operating conditions are similar to the ones used in the corresponding
AST experiment (cf. Accelerated Stress Test section). Fig. 3a shows
the ECSA evolution during this AST. The model is able to accurately
describe the experimentally observed fast drop of ECSA. The inset
shows a magnification of the ECSA evolution between cycles 498 and
502. Here, the strong variations of the ECSA loss during the cycles
become visible.

To investigate the catalyst degradation during the AST in more
detail, Fig. 3b shows the evolution of the Pt2+ concentration during
cycles 498 to 502 in the AST simulation. As one can see, the ion con-
centration varies significantly during the potential cycling. At 1.0V the
concentration is about a factor of 16 higher than in the steady state case
(cf. Fig. 2), which is due to the reduction of the platinum oxides during
the low potential period. This causes a significant acceleration of the
catalyst degradation during the AST. In addition, a second peak in the
ion concentration is observed during the sweep to low potentials. This
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Figure 3. a) ECSA evolution during the TW AST. Symbols represent the mea-
sured values the line corresponds to the simulation; b) Simulated average con-
centration of Pt2+ (dotted red line) in the cathode catalyst layer during AST
potential cycling. The cell voltage is shown as black line.

peak is caused by the reduction of the platinum oxides as described
by Reaction 11 and also contributes to the accelerated degradation.
These two contributions have been also observed experimentally and
are discussed in detail in Refs. 10,11.

To evaluate the effect of the AST protocol we also simulate differ-
ent potential cycles proposed by Harzer et al.,9 i.e., a triangular wave
similar to the previous AST but with upper potential limit of 0.85V
(TW-LUPL), a square wave between 0.6V and 1.0V with 8s hold
at each potential (SW) and a triangular wave with ramp of 50mV/s
between 0.6V and 1.0V with 8s hold at upper and lower potential
(TW-H). These different tests had been designed to distinguish be-
tween the effect of holding at high potential and fast potential changes
in case of the square wave. Harzer et al. reported that the degrada-
tion per cycle in SW and TW-H is quite similar while it is lower
for the standard TW AST and significantly lower for the TW-LUPL.
Fig. 4 shows the comparison of the different simulated ASTs. Indeed,
the obtained trends are the same as observed experimentally. In par-
ticular, the ECSA loss per cycle is quite similar for TW-H and SW,
even though the duration per cycle is twice in case of the TW-H AST
(32 seconds). The degradation per cycle of both is about a factor of 2
higher compared to the standard TW AST. Instead, the ECSA loss for
the TW-LUPL is by a factor of 5−6 lower compared to the standard
TW. These trends are in quite good agreement with the experimental
observations in Refs. 9 and 41.

Comparison of catalyst degradation under AST and steady state
operation.—In the following we compare the degradation under
steady state operation to the one during TW AST operation. This
comparison is important since ASTs are often used to test the dura-
bility of the MEA. However, in order to be able to conclude about the
durability under real operation, one has to ensure that the occurring

Figure 4. Comparison of ECSA loss for different potential cycles: triangle
wave between 0.6V and 1.0V (TW, black), triangle wave between 0.6V and
0.85V (TW-LUPL, green), triangle wave between 0.6V and 1.0V with 8s holds
at both potentials (TW-H, red) and square wave between 0.6V and 1.0V (SW,
blue). The sweep rate for all triangle waves is 50 mV/s.

degradation in both cases is similar and, in the ideal case, just scaled
with a certain acceleration factor.

Fig. 5a shows the simulated ECSA loss during 2000h of operation
at 0.2 A cm−2 in air and oxygen at the cathode side. Further operating
parameters were temperature 80◦C, relative humidity 100%, pressure

Figure 5. a) Simulated loss of ECSA during steady state operation at 0.2 A
cm−2 in air and pure oxygen compared to AST operation; b) Loss of platinum
content in the cathode CL over loss of ECSA for the steady state simulations
in air and oxygen compared to the AST.
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Figure 6. Simulated platinum metal concentration in the membrane in mol m−3 after 25% ECSA loss for a) operation with air; b) operation with oxygen; c) AST
operation. The cathode side is on the right hand side and gas inlet is on the top, respectively. For visualization purposes the figures are scaled by a factor of 104 in
x-direction.

1.5 bar and stoichiometry 1.5 at anode and 2.0 at cathode, respec-
tively. For comparison the ECSA loss during AST is also included.
The ECSA loss in oxygen is slightly higher compared to the oper-
ation in air, which can be explained by the higher cathode potential
in oxygen. In general, the degradation during steady state operation
is significantly lower compared to the AST, which demonstrates the
effectiveness of this AST. However, the catalyst degradation under
the AST conditions is quite different compared to the steady state
cases. In principle the ECSA loss can occur due to the precipitation of
platinum from the CL into the membrane, causing a loss of the total
platinum amount in the CL or due to Ostwald ripening by which the
surface of the particles is reduced while the amount of platinum stays
constant. The relation between ECSA loss and platinum loss in the
catalyst layer therefore indicates the contribution of both mechanisms
to the overall ECSA loss. This relation is shown for the three cases
in Fig. 5b. For the AST, the platinum loss in the CL per ECSA loss
is significantly higher, which demonstrates that this AST accelerates
the the platinum deposition in the membrane more than the particle
growth mechanism. This can be attributed to two effects related to the
platinum ion transport described by Eq. 21. On the one hand, the po-
sition at which the platinum band is formed is different for these three
cases. Fig. 6 shows the simulated platinum distribution in the mem-
brane for both steady-state cases and the AST case. To make them
comparable, all images have been taken at the respective points of the
degradation tests at which 25% of ECSA has been lost. As one can
see, a well defined platinum band is formed whose position strongly
depends on the operating conditions. With air operation the platinum
band forms closer to the cathode side while under pure oxygen the plat-
inum band shifts toward the anode. This is because the position of the
platinum band depends on the crossover fluxes of oxygen and hydro-
gen. The platinum band is formed at a position such that the hydrogen
flux is twice the oxygen flux, i.e., both fluxes compensate each other
at the platinum band due to the hydrogen combustion Reaction 27.
Under AST conditions the platinum is deposited directly at the inter-
face between membrane and cathode CL, since no oxygen is present in
this case. This generates high concentration gradients for the platinum
ions at the membrane-CCL interface, enhancing the platinum band
formation. On the other hand, the gradients in ionic potential through
the MEA are very low for the AST, while for normal operation these
gradients tend to keep the platinum ions on the cathode side. In case
of the AST both effects facilitate the transport of platinum ions into
the membrane and therefore the platinum band formation. Thus, even
though the ECSA loss in all three case is the same at the point shown
in Fig. 6, the amount of platinum in the membrane deviates signifi-
cantly. It is the highest for the AST and the lowest for operation in
oxygen.

Finally, we use the model to investigate heterogeneities in the cat-
alyst degradation within the CL. Here, we consider the degradation
at the end of the 2000h steady state simulation at 0.2 A cm−2. Fig.
7a shows the local platinum density in the CL after the 2000h of
degradation. In a thin layer close to the membrane the platinum den-
sity is significantly reduced, since platinum has precipitated into the
membrane. On the other hand, particle growth is quite homogeneous
through the thickness of the CL except for the thin depletion zone close
to the membrane where particle growth is hindered. Fig. 7b shows the
distribution of the average particle size in the CL while Fig. 7c shows
the local particle size distributions at four distinct points of the CL: at
the membrane side and GDL side close to the gas inlet as well as at
the gas outlet, respectively. While the particle growth is significantly
reduced in the depletion zone at the membrane side, the distributions
are quite homogeneous along the channel. Note that different observa-
tions have been made experimentally regarding the heterogeneity of
particle growth in literature. While some authors report larger particle
sizes on the GDL side (cf.42) others observe the opposite trend.8 This
indicates that these trends are dependent on the materials or operating
conditions. Indeed, with our model we observe that the position of the
largest particle growth within the CL depends on the transport param-
eters in the CL, such as the ionic conductivity and oxygen transport
resistance in the agglomerate. Those parameters affect the current den-
sity distribution in the CL and the local degradation rates. The trends
shown in this work are obtained for the parametrization of the single
cell model given in Ref. 26.

It is worth mentioning that the enhanced platinum deposition in the
membrane during the AST discussed before (Fig. 5b) also enhances the
formation of the depletion zone close to the membrane and therefore
will cause higher performance losses per total ECSA loss compared to
aging under normal operation. The different aging behavior suggests
that the degradation observed under AST conditions cannot directly be
used as indication for the degradation under real operation. Therefore,
the development of new ASTs in which degradation is closer to the
one under real operation is desirable.

ECSA loss and particle growth in Direct Methanol Fuel Cell.—
The model has also been applied to simulate the catalyst degradation
in the Direct Methanol Fuel Cell (DMFC) degradation test described
in the DMFC stress test section. Since the same catalyst has been used
as in the PEMFC case, all of the modeling parameters describing the
degradation mechanism are the same. However, some modifications
had to be done to simulate the DMFC degradation test as described in
the following. Using reference electrodes it has been shown that the
cathode potential in DMFC is typically around 0.85V, independent on
the current density.43 Therefore, in order to simulate the degradation
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Figure 7. a) Simulated distributions of platinum loading and b) average particle radius in the CCL (scaled by a factor of 104 in x-direction, position of the membrane
on the left) as well as c) local particle size distribution at four positions of the CCL after 2000h at 0.2 A cm−2 with air at cathode side.

during the 500h aging test in DMFC, we set the cathode potential to
0.85V. The relative humidity is taken to be 100 percent due to the high
water content in DMFC. In DMFC operation a refresh procedure is
performed every 20 minutes to recover reversible degradation.38 Dur-
ing this refresh, the cathode potential drops to low values which leads
to a reduction of the platinum oxides. To simplify the simulation we
do not resolve all these complex refresh procedures during the 500h
test but instead consider an average fixed platinum oxide coverage of
θPtO = 0.1523, which corresponds to the calculated value 5 minutes
after the refresh. In this way we imitate the effect of the periodic refresh
during the test on the otherwise logarithmically increasing oxide cov-
erage. Additionally, the platinum band formation sub-model has been
deactivated for the DMFC case since in DMFC no hydrogen is present
which is needed for the platinum band formation according to Eq. 25.
The absence of a platinum band in DMFC has also been confirmed
experimentally by TEM observations of the ionomer membrane in the
aged DMFC MEA.37

Two different measures are used for model validation in this case:
the ECSA evolution during the test and the change of the PSD. In
order to be able to compare experiment and simulation in this case,
it important to also take into account the activation period before the
degradation test, since the initial PSD has been measured in a pristine
MEA before activation and therefore does not correspond to the PSD at
the beginning of the degradation test. We model the activation period
by an additional operation at 0.85V for 6 hours before starting the
500h degradation test. As shown in Fig. 8a, the simulation predicts a
significant effect of this short activation period on the PSD. The reason
for this are the very small particles of ≤1nm in the pristine MEA which
dissolve very fast. Taking into account this initial activation period,
the model accurately describes the ECSA evolution shown in Fig.
8b during the 500h degradation test as well as the PSD which has
been measured at the end of test in Fig. 8a. The degradation might
be slightly underestimated due to neglecting the refresh procedures
which might lead to some small additional dissolution related to the
oxide reduction.

Conclusions

We have developed a multiscale catalyst degradation model for low
temperature fuel cells which includes oxidation and reduction of the
platinum nanoparticles, platinum dissolution, particle growth, plat-
inum ion transport and platinum band formation. The model has been
coupled to a 2D single cell model in order to simulate the spatially
resolved catalyst degradation under various operating conditions, in-
cluding accelerated stress tests. The model has been validated with

respect to potential dependent platinum oxide coverages and ion con-
centrations, particle size distribution and ECSA loss for an AST as
well as under DMFC operation.

The accuracy of the model is demonstrated by correctly describing
the following experimental observations:

Figure 8. a) Evolution of the PSD during DMFC degradation test: initial PSD
of the pristine cell (blue), simulated PSD after activation (green), simulated
PSD after degradation test (red) and measured PSD after degradation test (sym-
bols); b) Comparison of simulated and measured evolution of the ECSA during
DMFC degradation test.
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1. The platinum oxide coverage strongly depends on the cathode po-
tential and increases logarithmically in time. This time-evolution
can be described by the semi-empirical three-step mechanism pro-
posed in this paper.

2. Periodic reduction of platinum oxides and the consequent lower-
ing of surface tension cause the accelerated catalyst degradation
during potential cycling.

3. With a single set of parameters the model provides accurate re-
sults regarding potential dependent platinum ion concentration,
particle growth and ECSA loss under various operating condi-
tions, confirming the reliability of the model even under transient
operation.

4. The position of the platinum band and amount of deposited plat-
inum in membrane strongly depend on the operating conditions,
especially on the gas composition at the cathode.

5. The precipitation of platinum into the membrane creates a deple-
tion zone at the membrane side of the catalyst layer with a lower
ECSA and reduced platinum particle growth.

6. Comparison of different potential cycles shows the highest ECSA
loss per time for the square wave cycle, while the degradation per
cycle for square wave with 16s period and triangle wave with
potential holding with 32s period was quite similar.

Furthermore, based on the simulation results two important conclu-
sions can be made with respect to the analysis of catalyst degradation:

1. The standard catalyst ASTs consisting of potential cycles with ni-
trogen at the cathode accelerate the platinum precipitation into the
membrane more than the Ostwald-ripening. This is reflected by a
higher platinum loss in the CL per ECSA loss compared to long-
term, steady-state degradation tests. The higher precipitation in
case of the ASTs leads to more pronounced depletion zone close
to the membrane which will lead to a different performance degra-
dation. The development of advanced ASTs is therefore needed
to obtain a degradation behavior which is more representative of
real aging.

2. Analysis of both PSD and ECSA evolution is important to dis-
tinguish the different catalyst degradation mechanisms. The acti-
vation period before the actual degradation tests can significantly
affect the PSD especially if very small particles with radius ≤ 1nm
are present in the initial PSD. Therefore, a measurement of the
PSD after activation provides a better characterization of the fresh
cell compared to the pristine PSD. Otherwise, inconsistencies be-
tween measured PSD and ECSA at beginning of test might occur.
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Appendix A: Surface Tension

In the following we derive Equation 13 for the surface tension of a platinum particle
with oxide coverage. We start from the Gibbs fundamental equation

dG = −SdT + V dP +
∑

i

μidni + γdA. [A1]

For constant temperature, pressure and surface area A1 simplifies to

dG =
∑

i

μidni . [A2]

We consider a reaction of the type

A + (S) ↔ B(S) + C [A3]

which can be described by the following generalized Frumkin isotherm kinetics

r = k f a(1 − Nθ)e− ωθ
RT − kbθ. [A4]

where θ is the surface coverage. By introducing the stoichiometric numbers νi we can
rewrite

ni = A�νiθ, [A5]

where � is the number of sites per surface area. Thus, we have

dG =
∑

i

μidni = A�
∑

i

νiμidθ = A��r Gdθ. [A6]

Therefore, the Gibbs free energy of the particle can be calculated as

G(T, p, n) = G0(T, p) + Aγpure + A�

∫ θ

0
�r G(θ′ )dθ′. [A7]

This leads to the coverage dependent surface tension

γ(θ) =
(

∂G

∂A

)
T,p,n

= γpure + �

∫ θ

0
�r G(θ′ )dθ′. [A8]

By rewriting

�r G =
∑

i

νiμi =
∑

i

νiμ
0
i + νiRT ln(ai )

= �r G0 + RT
∑

i

νi ln(ai ) = RT

[
− ln K + ln

(∏
i

a
νi
i

)]

= RT ln

(
rrev

rfwd

)
,

[A9]

the surface tension can also be written by means of the surface reaction kinetics as

γ(θ) = γ0 + �RT
∫ θ

0
ln

(
rrev (θ′ )
rfwd (θ′ )

)
dθ′. [A10]

For the reaction kinetics defined in Eq. A4 we obtain

γ(θ) = γ0 + �RT
∫ θ

0
ln

⎛
⎝ kbθ

′

k f e− ωθ′
RT (1 − Nθ′ )a

⎞
⎠ dθ′

= γ0 + �RT

[
θ ln(θ) +

(
1

N
− θ

)
ln(1 − Nθ) + ln

(
kb

k f a

)
θ + ωθ2

2RT

]
. [A11]

For the platinum oxide kinetics defined in Eqs. 4–6 this finally leads to the surface tension
in Equation 13.

List of Symbols

A(r) Surface area of all particles with radius r per catalyst layer
volume/m2 m−3

ai activity of species i/-
ci concentration of species i/mol m−3

ECSA electrochemically active surface area/m2 m−3

Ei equilibrium potential of reaction i/V
F Faraday constant/C mol−1

i current density/A m2

k f forward rate constant of platinum dissolution reaction/s−1

ki rate constant of platinum oxide reaction i/s−1

kPt-band rate constant of platinum band formation/m3 mol−1 s−1

kH2c rate constant of hydrogen combustion reaction/m9 mol−3

s−1

kr backward rate constant of platinum dissolution reaction/m3

mol−1 s−1

MPt platinum loading/kg m−2

N (r) particle size distribution/m−4

N0 Scaling factor in particle size distribution/-
nedge number of platinum atoms along the particle edge/-
ni number of electrons involved in reaction i/-
qi source term for species i/C m−3 or mol m−3

R universal gas constant/J mol−1 K−1

ri volumetric reaction rate of platinum oxide reaction i/s−1

rPt,i volumetric reaction rate of dissolution reaction i/mol m−3

s−1
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rPt-band volumetric reaction rate of platinum band formation reac-
tion/mol m−3 s−1

rH2c volumetric reaction rate of hydrogen combustion reaction
i/mol m−3 s−1

T temperature/K
t time/s
uPt2+ mobility of platinum ions in ionomer/s mol kg−1

Xedge fraction of edge sites/-

Greek

αi transfer coefficient of reaction i/-
� site density of platinum/mol m−2

γ surface tension/N m−1

γ0 surface tension of Pt[111]/N m−1

�φ electrode potential/V
θi coverage of surface species i/-
μ chemical potential/J mol−1

φionomer ionomer potential/V
� molar volume of platinum/m3 mol−1

ωi interaction parameter of species i/J mol−1

ζ catalyst utilization/-
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